UNIT -1 RANDOM VARIABLES

PART-A
Problem1. X and Y are independent random variables with variance 2 and 3. Find the variance
of 3X + 4Y .
Solution:

\Y (3X + 4Y) =9Var( X) +16Var(Y) + 24Cov( XY)
=9x2+16x3+0 (-~ X &Y are independent cov(XY)=0)
=18+ 48 = 66.
Problem 2. A Continuous random variable X has a probability densityfunction F( x) =3%

0<x<1.Find ‘a’suchthatP ( x<a) =P(x>a)

Solution:
We know that the total probability =1

Given P( X<a) = P( X>a) = K(say)

ThenK+ K=1
k=1
2

ieP(X<a) = L&P(x>a)=1_
2 2

Consider P( X<a) = 1_

2
- : 1
i.e. .[f( X) =, =
a0 1
_[3x2dx: —
0 a 2
| x3 1
\=|= -
3 0 2
a3=£
1\3
a=|—2 .

{(Oerx; ifx >0

Problem 3. A random variabl§}X hasthe p.d.f  f( X) givenbyf( x) = !
0 ;ifx<0

Find the value of C and cumulative density function of X .



Solution:

Since If( X)dk=1

}Cxe-de =1
0

C[x (—e‘x)-(e‘x)]wiﬂ
C=1
f><(=){ (xerx; x>0

lo :x=0

X =X X

X 4 -t
C.D.FF(x):.[f(x)dt: € dt=|-t € JO=—xe -e +1
0

0

=1-(1+x) e>.
{E(x+1);—l< x<1
Problem 4. If a random variable X has the p.d.f  f( x) = ;f .
k 0 ;otherwise

Find the mean and variance of X .
Solution:

1

Mean:J:xf( x) dx= %j‘x(x +1)dx = %KX% X )

2 )_ 3
= 0ef( x)dx= 1(X3+X2)dXZ 1[x4 31]1
2 ) 2J 214 3]
:1%i1_1f11
7f 3 7 g
_12_1
23 3
U I 2
Variance = |4 ;(
211312
39 99 {(ZerZX;xZO
Problem 5. A random variable X has density function given by f ( x) = .
kO Xx<0
Find m.g.f
Solution:



M (t) =E(ex) ="fext () ax=[e, 2¢  dx

- {éo—z)xdx
0

=2 eﬂl_ w :_2,t<2.
20 2-t
Problem 6. Criticise the following statement: “The mean of a Poisson distribution is 5 while the
standard deviation is 4”.
Solution: For a Poisson distribution mean and variance are same. Hence this statement is
not true.

Problem 7. Comment the following: “The mean of a binomial distribution is 3 and variance is 4
Solution:
In binomial distribution, mean >variance but Variance < Mgan
Since Variance = 4 &Mean = 3, the givenstatement is wrong. /é 1\\ ( 1\
Problem8. IfXandY are independent binomial variates B lk5’ | and B\{ }
2 2

find P[ X +Y=3] /
Solution:
X + Y is also a binomial variate yvith parametersn +n=12&P = _
13 9 2
~P[X+Y =3]=12C 4|k 2/
_55
710

Problem 9. If X is uniformly distributed with Meanland Variance 4 find P[ X > O]

Solution:
If X is uniformly distributed over (a, b), then

E(X)=b*aandv(x)=(b-a)
2 12

.-.b+—a=1:>a+b=2
(b-af 4
- —a) =
o —3:>(b a) 16

>at+th=2&b-a=4Wegetb=3,a=-1
~a =-1& b = 3 and probability density function of x is



. -1<x<3
f( x) —{4

bOtherW|%e

P[x<0]= I-dx = 4-[x] =
Problem 10. State the memoryless property of geometric distribution.

Solution:
If X has a geometrlc distribution, then for any two positive integer'm'and'n’

p[X>m+r%> -JP[X>n]

Problem 11. X is a normal variate with mean = 30 and S.D =5
Find the following P[26 <X <40]

Solution:

X N(30,%)
~M=30&0=5

1

LetZ _X-u be the standard normal variate
o -
P X0 | 26-30 g D 30|
| s 5 |

=P[-08<Z<2] =P[-08<Z2<0] +P[0<Z<7]
=P[0=z08] +[0=z=?]

=0.2881+0.4772 £ 0.7 Eﬁ?
Problem 12. If X isa N (2,3) Find P[( > WwhereY +1= X.

Solutlon[ 3]—P[x s ]

ERE I
=P[ X225] =P[220.17]
=05-P[0<Z <0.17]
=0.5-0.0675 =10.4325
Problem 13. If the probability is 7 that a man will hit a target what is the chance that he

will hit the target for the first time in the 7®"trial?
Solution:
The required probability is

P[FFFFFFS] =P (F) P(F??6 ﬁ P(F)P(F)P(F)P(s

) |: bp= v“{g = 0.0445.



Hence p = Probability of hitting target and q = 1- p.
Problem 14. A random variable X has an exponential distribution defined by p.d.f.
f( x) =e*, 0<x<e.Find the density function of Y = 3X + 5.
Solution:
y=3x+5=>2/:3=>d_xzi
dx dy 3
Pd.fofyh =f (x)dx
yh(y)="f ( L_y

1
h(y)=_ex
Y

3 [y-s

Using X = y3;5 vvegethY(y):ie Tl),y>5(x>o=>y>5)

Problem 15. If X is a normal variable with zero mean and varianceo 2, Find the p.d.f of y = e~
Solution:
GivenY = e~

f()=_ 1 =

202
eU

abm
h ( y) - f(X dx _ 1 e—zgl(zlogy)z xl__
v X 4| o — y

21 PART-B

Problem 16. A random variable X has the following probability function:
Values of X,

X 01 2 3 4 5 6 7
P(X) : 0 K 2K 2K 3K K? 2K2? 7K?2+K
Find (i) K, (i) Evaluate P( X<6), P( X26) and P(0<X<5)
(iii). Determine the distribution function of X .
(iv).P (1.5 <X<45X%>?2)
(v). E(3x —4) Var(3x-4)
Solution(i):

,
Since ) P( X) =1,
szo( )
K+2K+ 2K+ 3K+ K2+ 2K?2+ 7K2+ K=
1 10K2+9K—-1=0
21
K=Z or K=-1

10 1

AsP ( X) cannot be negative K= =

Solution(ii):



P(x<6):P(x=o)+P(x=Q+m+P(x:@
=" +2,2,3,.1 4 =8
10 0 10 10 100 100
Now P( X 26) =1-P( X <6)
=1-81 - 19
100 100
NowP(0< X<5)=P(X=1)+P(X=2)+P(X=3)=P(X=4)
=K+ 2K+ 2K + 3K
_gk=8-4_
10 5
Solution(iii):
The distribution of X is given by Fx( x) definedby
Fx( x) =P(X=)
X 01 2 3 4 5 6 7
1 3 5 4 81 83

FY(x) : 0 —_ = = = —
10 10 10 5 100 100
lxm:Lz&45
Problem 17. (a) If p( x): 5
b :elsewhere

Find (i) P{X = 1or2} and (ii) P{1/ 2 < X < 5/ 2 x> 1}
(b) X'is a continuous random variable with pdf given by

Kx in 0<x<2
in 2<x<4
F( X
( ) K- Kx in 4<x<6
b elsewhere
Find the value of K and also the cdf Fx( X) .

Solution:
@i P(leor 2) = P(X:1)+ P(X: 2)

1 2 371 _
15 15 5
(X<5>ﬂ(X>\
2/1)
7

||)P|]\ <X< /X>1

P(Xx>1)
2 :P{(X—lmﬁ)ﬂ(x>
1}
P(X>1)



_P(x=2)
1-P(X=1)
_ 215 _2/15 _ 2=
1-(U15) 14/15 14 7

1

Since J]:( X) dx=1

>\ szdx + j(ak[ kx)dx

(2x) + 6x— :

K 2/+ §/-4+36- 18 24+§J:1
1
gKk=1 K=_
8

We know that 5( x) :J' £ x)

Ifx<0, then Fx( x) =_[ f( x)dx=
-0

Ifx€(0,2) . Ry x)=[* f( X)d
then =

Fx(x)—J‘f x)dx+ffxx)dx
%DX + o= de><+8 jxdx
] \TﬁV‘E 02

Ifxe(2, 4), R X):IX F( x)
then -

Fx( X) =ﬁ( X) dx+ﬁ( X) dx+.|.f( x) dx

dex+ijdx+ j27 \2
et



+X-1
2
_X

°oRIX Nl

_.2=x<4

'5‘.’|-l> .l>|><

-1
4
2 X

Ifxe(4,6) , then Fx(x) = dex+ fodx+ szdx+ jk(s X) dx

_[ 6-—x)
fi

6x -X
/ 816
4

_ +1_1 6x ﬁ

4 2 8 16
_ 4+16-8+12x - x* - 48+16

-3+1

16
_ -x*=12x - 20

,4Xb6
——
0 2 4 6 o0
Ifx > 6, then Fx(x) = .[de+.[dex+.f2de+j<(6— X) dx+j0dx
—c0 0 2 4 6
=1,x26
5 xS
X
I 0N
B 0=x=2
_<|1
~Fy (x)—4 (x-1) 1 2<x<4
L(20-12x+ )4 56
16

U 1 X6
Problem18. (a). A random variable X has density function

f(%F vﬂ} 32~ °SXS™  Determine K and the distribution functions. Evaluate the 0
k , Otherwise

probability P ( x20).
x0<x<1
(b). A random v7ﬂable hasthe P.d.f (%) —i .

i o ,z)thergwse
Find (i) Py X< (") ﬁ <x< | (i) PyX > I X> }ll
\"2) SRR
Solution (a):



Since IF( x)dx =1

J‘1+ X2
= (X

I H%a
i« 5‘%

() =f (o= Il+
1(tan X)/

Fe

=7+ tan‘lx,—oo<x<°o

£

1= dx 1 -

P(XaD=n¥9;?=- —(H7W): \ 1

IR Y
oo

) ;
Solution (b):

g)ﬂf<gf f () k= jzm 2] < e 2x1 _1

<x< > x)dx Jl2xdx 2| 4\

4 16 16

i _P'X?i\ K
o B

(i) P

px>3
d

Pf>\
/

Y



Plx> ):;[/I(x)dx J;fj(dx—2| %L/
_1- :_

Pll| x> | jf(x)dx j2xdx 2l

PX/> /x>}5|ﬁ$ ]6?<3=12

4 {(Ke*x,x>0

Problem “19.(a).If X has the probability density function f(X): kO herwi
,otherwise

find K, P[0.5 <X <1]and the mean of X.

(b).Find the moment generating function for the f ( x) distribution whose p.d.f is
= Ne**, x > 0 and hence find its mean and variance.

Solution:

Since J'f( X)dx=1
IKe-3de=1
0

Koq

3

K=3
P(05sX <1)= jlf(x)dx 3je ix=# __; =L_l'5—e_3]J

Mean of x = E (x) = fo()dx 4xe/*dx\w
3><1 1

 That il B

Hencethe meanof X=E ( X) =

My (t) =E(e*) =" fexf (3x)dx=]’)e e o

0

= )\}e‘x(A Dl

10



A

2 )\2 )\2
Probleny 20. (a).\ If the continuQus random variable X
FOg=f e i

hasray Leigh density
(x) find E(x )and deduce the values of

E(X) and Var(X).

X_

U
(b). Le?the random variable X have the p.d.ff ( x) IS

2 x>0
b ,otherwise.
Find the moment generating function, mean & variance of X
Solution:
(8 HereU(x)= { x>0
if x<0
E(xn ) = _[x” f (x)dx
0
= ].; an 2 e%dx
a
0
X2
Put  ___=t, x=0,t=0
20°
Xdx = dt

N X:G,t:"o
ﬂz&t "2 e-tdt

E (%) —_ Zn;;f @’;me X‘ ~ (1)

ﬁ’é‘(‘ylg-rbb«zyn/ (1)\}\,\,(3 o\|r/ / \

Ve

11



)
v 3 ifg

a
AL

==,

Puttingn =2 in (1), weget
E(x?)=20tr(2)=2a [(2) =1]
avar (x) =e(x2)- e ()If

[N
)
) M (1) = (e) = [ext (9 ae=] e o ~w2gx

LT

N

Lo:kkm:o
)
var(x)=E(x2)- E(x)Es-4=4.

Problem 21. (a). The elementary probability law of a continues random variable is
f(x) =yebda, asx<e, b>0where a, bandy are constants. Find y the r' moment
0 0 0

about point x = a and also find the mean and variance.
(b).The first four moments of a distribution about x = 4 are 1,4,10 and 45 respectively.
Show that the mean is 5, variance is 3, ;=0 and J,= 26 .
Solution:
Since the total probability is unity,

(et
yof e?(dx =1
0

12



—b( x-a) -|°o

W

HM( r'" moment about the point x = a )= I(x— a)rf (x) dx

= bfx - a)'e~b-adx

a
Putx—a=t,dx=dt,whenx=a,t=0,X=o,t=x

= b!re—btdt
— [(r+1) _r!
b(r+1) b"
In particular r =%
W=
b
2
M= 7
Mean=a+p=a+ 1_
1
b
U I 2
Variance = 4~ ()
_2_1=1
[

b) Given =1, U= 4, U= 10, u'=45 4

pr' = rt moment aboutto value x =4
Here A=4

HereMean=A+ Uz 4+1=5
2
Variance = | [ u()

p= a2 () |

:10—3(4)(1)+2(1)3 =0

u= a3 ()

13



=45-4(10)(1) +6(4) (1) -
3(1)°
M= 26. random variable X has the p.d.f

]‘.»(ro{))emkxzezél X 2fp)rind gpe reemensef X about the origin. Hence find mean and variance
of X.
(b). Find the moment generating function of the random variable X, with probability
density function f ( x) = 2"x for P2 <h Also find VTS
1 2
0 otherwise

Solution:

:%E;XHZ_EX dx

17 g (r+2)
— xk+3)ld -\ )
-ZJ;G‘ X >

. 3!
Puttingn=1,y=""=3
1

n=2,u= 12

2

~ Mean=['53

2

Variable= ;g

ie p=12-(3) =12-9
3

S =0

(b) Mx(t) =J%'Zf (X)ax

1
= J-e‘xxdx + jefX(Z - x) dx
0 1

14



_ + -
|' — ‘fz'}o \ =
_e_¢ 1_+ eZ‘__e‘__e‘_
F P\2 ©® 1 ©
et-1
R / z
RCINE ]

| 2173 4|

' t_

M = coeff . of _I—l
t2_7

B'=coeff. of 517 5

_|x—9|
Problem 23. (a). The p.d.fof ther.v. X  follows the probability law: f (x) = Let :
20

—e0 < x < e, Find the m.g.f of Xand also find E(X) and V(X)
(b).Find the moment generating function and r'" moments for the distribution. Whose
p.dfisf( x) =Ke™, 0<x<e.Findalso standard deviation.

Solution:
M (t) E(ex) = -exf (x) &= 1 o -leropiiix

! b~
:Je_l ei%)é’(dxﬂw 1 e:éﬂ) evdx
“g?e x(@/ /\
Mx(f) = & .[e|€|dx+e.& l\er
Sl PR

)
'el/é\el \e\/
|*—t
l\t \ / e[_ 2]-1

0
2(9t+ 2(1 Gt) e o (V)
ﬁ)6t+—g-i-2+[ + 024044+ )

|

=1+ et+$22t +...

15



E(X) =, =coeff. of tin M(t)=6

2

' t2
Wz coeff . of in M (t)=®

g O

Total Probability=1

.'.j<e- xdx =1
] -
=5
k=1
“e(t-Dxgx

M (1)= E[etX]]: Jetxe- xdx = J‘
0 0
=[e(t_-1)x|i =i,t<1
| | 1-t
:(1—t)‘1=1+t+t2+...+tr+
u= . )
1 coeﬁ.ofﬁ‘r!
Whenr:l,p'fl!:lr
r=2,uz21=2

Variance=J ~ ' =2 -1=1
- Standard deviation=1.
Problem 24. (a). Define Binomial distribution Obtain its m.g.f., mean and variance.
(b). (i).Six dice are thrown 729 times. How many times do you expect atleast 3 dice

show5or6 ?

(i1).Six coins are tossed 6400 times. Using the Poisson distribution, what is the
approximate probability of getting six heads x times?
Solution:
a) A random variable X said to follow binomial distribution if it assumes only non
negative values and its  probability = mass  function is  given

P(X =x) =nC,p*g"*, x=0,1,2,..,nand q =1~

p. M.G.F.of Binomial distribution:-
M.G.F of Binomial Distribution about origin is

M, () = Epx ZXE;XP(X = x)

= Z nC x Pxgn->eX
x=0

16
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Unit.2. Two Dimensional Random Variables

UNIT - 11 TWO DIMENSIONAL RANDOM VARIABLES

Part.A
Problem 1. Let X and Y have joint density function f (x, y) = 2,0 < x <y < 1.Find the marginal

density function. Find the conditional density function'Y given X = x .
Solution:
Marginal density function of X is given by

t(x)=f(x)=] f(xy)dy

—0

= fx(y dy)= 2dzf 2y ()",

X

[N

=2(1-x), 0<x<L
Marginal density function of Y is given by

f(y) =f (y) :j f(xy) dx

_[2dx 2y,0<y<1.

Conditional distribution function of Y given X = x is f (/) f(X,y)= 2 __ 1
f(x) 201-x) 1-x

( ,X<-a
1l x
Problem 2. Verify that the following is a distribution function. F (x) = \@il |71< x<a.

k x>a
Solution:
F(x)isa distribution function only if f (x) isa density
functlgr(x) — [F(X)]J L _acx<
dx 2a a
Jf( K
a1l 1

I 2a ZaTP(] _E a)]

17



Unit.2. Two Dimensional Random Variables

=L oa=1.

2a
Therefore, it is a distribution function.

Problem 3. Prove thatj};( X) dx=p( x1<X<X)

Solution:

ot (ax=F @~
/I

1
X1

= Fx( %) = Fx( %)
=P[X £x]-P[X =x]
= Plx <X <]

Problem 4. A continuous random variable X has a probability density function f ( x) =3x?,
0<x<1.Find'a'suchthatP( X<a) =P( X>a).

Solution:
SinceP( X<a) =P( X>a) , each must be equal to - L because the probability is always 1.
2
p( xsa) =1
2
: 1
:ﬁ( X) k= 7
2 el 1
I3x2dx = _=3 _| =a3=

ey

Determine A.

Probl 5'{?}&@&958&%/%]%}9@'[ density function
f( xy)=
(xy) o

Solution:
Since f ( x,y) is a joint density function

000

J] f(xy) dxdy =

, otherwise

—00 —00

w©y
= [Jree-dxdy =1
00

18



Unit.2. Two Dimensional Random Variables

Sl e
0 ﬁio
:AJ[e-Y— e-ZY}jyzl

0

-y e‘zy]

=>FI— ‘2J>

1=A=2

W

Problem 6. Examine whether the variables XandY are independent, whose joint density
functionis f( x,y) =xeX*h, 0<x y<eo.

Solution:
The marginal probability function of X is

()= ()= [ f(xy)dy= Ixex””’dy

0

_XF*‘:””J -b-eke

The marginal probability function of Y is
fY(y)zf(y) _J.f(xy)dx J‘ Xe—x(y+l)dx
{é () F%wnhli
l ( y+1)l k J]

(y+1)
Here f( x).f(y)=exx

1
(1+ y)Z#( “)

~ Xand Y are not independent.

Problem 7. If X has an exponential distribution with parameter 1. Find the pdf of y = Jx
Solution:
Sincey:x/;,x: y?
Since X has an exponential distribution with parameter 1, the pdf of X is given by
f, (%) =e,x>0 [ f(x) = rer i d

o fY

=—e X2y = 2ye-yz

19



Unit.2. Two Dimensional Random Variables

f,(y) =2yey,y>0

[

Problem 8. If X is uniformly distributed random variable in

density function of Y = tanX.

Solution:
GivenY = tanX = x = tan-y
S 1
dy 1+y?2 /
Since X is uniformly distribution in —| CT; > |
F(y=t=_"1 /
§ b-a T
f 2
f (x)= - x<
CUE T )
Nowf (y)=f({)dx |1} 1 | —eo<y<e
! §  ldy|om +y? /
“A(y)= o<
Y

ni 1+y? )

Problem 9. If the Joint probability density function of (x, y) is given by

)

k, gind tye probability

m T

f( xy)=24y(1-

0<y<x<1FAndE( XY). X),
Solution: A
11
E(xy) = [t (xy) oy y
0
y11
=24L§<y2(1— x) dxdy X=y L
1 [ 2 3 /
1 y y 4 /
=Ay?| -+ hy=. X .
e T2 73 15 >

Problem 10. If X and Y are random Variables, Prove that Cov( X,Y) = E( XY) -E( X) E(Y)

Solution:
oov(X,Y) =El(x-E(x)) (¥ ~E(¥))]]
=E( XY-XY-YX+XY)
=E(XY) =XE(Y) -YE(X) + XY
=E( XY) =XY=XY+XY

20



Unit.2. Two Dimensional Random Variables

=E(x)-E(X)E(Y) [ E(X)=XE(r)=Y]

Problem 11. If X andY are independent random variables prove thatcov( x,y) =0
Proof:

cov(xy) =E(xy) -E(x)E(y)
But if X andY are independent then E ( xy) = E(x) E(y)

cov(xy) =E(X)E(y) ~E(x) E(Y)

cov(x,y) =0.

Problem 12. Write any two properties of regression coefficients.
Solution:
1. Correction coefficients is the geometric mean of regression coefficients
2. If one of the regression coefficients is greater than unity then the other should be less

than 1.
o

b =r_yandb =r0L
Xy yX

o, g,
If b,,>1thenb, <1.

Problem 13. Write the angle between the regression lines.

Solution: The slopes of the regression lines are

o
m=r,m _ 19,
o %*ro

X

If ©is the angle between the Iir1es, Then
o0, h-r2
Aan i

When r = 0, that is when there is no correlation between x and y, tanb = « (or)@ = m
2

tand =

and so the regression lines are perpendicular
When r = 1lor r = -1, that is when there is a perfect correlation +ve or —ve , © = 0 and so
the lines coincide.

Problem 14. State central limit theorem

Solution:

If X1, X2...Xn isasequence of independent random variable E( X))=u and
Var(X,)= 2,i=12...n and if S,=X1+X,+.... + X,then under several conditions S )
O' n n

follows a normal distribution with mean p = Zu : and varianceo = Zozi asn—e.
i=1 i=1

Problem 15. i). Two random variables are said to be orthogonal if correlation is zero.

21



Unit.2. Two Dimensional Random Variables

ii). If X =Y then correlation coefficient between them is 1.

Part-B
Problem 16. a). The joint probability density function of a bivariate random variable (X ,Y) is
(X’y):{ X+Y),0<x<2,0<y<2 . .. isaconstant,
b , otherwise
i. Find k.

ii. Find the magglnal den5|ty functlon of Xand Y.
ili.  Are X'and Y independent?

iv. Find fY/ (A )and fx/ (}/

Solution: )
(i). Given the joint ﬁ(r bability density function of a brivate random variable ( XY ) is

k(x+y),0<x<2,0< y<2
for (X, ¥) =
XY( ) L , otherwise

Hereﬂ.l:;( xy) ddy=1=K( x:;)dxdyzl

—00 —c0 —00 —c0

j]zK( x+y )dxdy = 1:>KJ]2 +xy|]dy 1

00 Ol J
:>Kj0(2+2y)dy:1

2
= K&y+ yZ]JO:1
=>K[8-0]=1
=>K= £

8
(ii). The marginal p d.f of X is given by

0(%) J T (xy)dy= 8[(><+y)dy
=8||_Xy+2yJ-|J) =_]21+X

~ The marginal p.d.fof X is [y 41

,0<x< 2
() =T

b , otherwise
The marginal p.d.f of Yis

12
f(y) :L f (x,y) dx =§Of(x+ y)dx

22



Unit.2. Two Dimensional Random Variables

2
2
-4 e, wl |
- )
=_[2v2] =27
8 4
~The marginal p(q,ﬁolfY is
,0<y<?2
t(y) = #
, otherwise
(ii1). To check whether T )?%Y@re independent or not.
B (%) & (y) =1 #ixr(xY)

Hence X and Y are not independent.

(iv). Conditional p.d.f fY/ (/)S given by
_(x+y) 1(x+y)

(y g LV
A) fx() 2( x+1)

(x+1)
/ = \ ,0<x<2,0<y<

X +
z/_/ "
WP —1}—£fY/X (%zl)iy

Problem 1{7 AIf X and Y are two random variables having joint probability density function
6-x-y),0<x<22<y<

f(x,y):i§ Find (i)P( X<1ny <3)
b , otherwise

(i) P ( X+v<3) (i) P (X <X 2)
b). Three balls are drawn at random without replacement from a box containing 2 white, 3 red and
4 black balls. If X denotes the number of white balls drawn and Y denotes the number of red balls
drawn find the joint probability distribution of (X ,Y ).
Solution:
a).

y=3x=1

P( X<1NY<3)= I j f (x,y) dxdy

y=—0 x=—o
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Unit.2. Two Dimensional Random Variables

L]L 1(%‘1- y) dxdy

:;L@ —x-y) oy

:glji!Bx— _2— Xyll dy

1§ | hiy 1
:§!L2__ y||dy _ Bi l2__ le

P( X<1n Y<3):§

(ii). P( X+Y<3) ﬂ ) ng;X_ y)
ey

fy-xy- _Jz
8_!6§ X-)x3(— _) (3 X) _[12 2X = 2]|]dx

dx

} 9 +x2-6x
= EJ18 6x — 3x + X2 —!_ (10- 2X)’dx
8, 5
|l 9 xX* 6x
1]
:_118— Ox+ x2- _-__+ -10+ 2X|dX
8 i 2 2 2
7
:é l—_4X+£(_ij
0
%[%x x3]1

/\“‘6

‘v21 12 +1
El ;f&
(iii). p( X<y . 3): PM

P(y<3)

The Marginal density function of Y is fY( y) :J‘f (x, y)dx
0

= 336 - X —y)dx

2
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Unit.2. Two Dimensional Random Variables

1 X2 ]2
8{6X ~2- W
|
=1[12-2-2y]
8

=2’,2<y<4.

4
ﬁ”l(ﬁ K=y
P(X Y )=

:[fy(y)dy
3 3
/gy - 1[ g 7-|3
J\i oy by 1
2
_3,8_.3
85 5

b). Let X takes 0, 1, 2 and Y takes 0, 1, 2 and 3.

P (X=0,Y=0) = P(drawing 3 balls none of which is white or red)
= P(all the 3 balls drawn are black)
_4C,_4x3x2x1_1
T 9C; oxex7 21

P( X =0,Y =1) = P(drawing 1 red ball and 2 black balls)
_3C,x4C,_3 __

T oc, 14

P (X=0,Y=2) =P(drawing 2 red balls and 1 black ball)

_3C,x4C,_3x2x4x3_1

9Cs Ox8x7 7
P( X =0,Y =3) = P(all the three balls drawn are red and no white ball)
_3C,_1
e m
P( X=1Y=0) =P(drawing 1White and no red ball)
2x 4x3
=2C,x4C, —txo-
T 9Cc, | 9x87
1x2x 3
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Unit.2. Two Dimensional Random Variables

_12x1x2x3_1
Ox8x7 7
P( X=1Y=1) =P(drawing 1White and 1 red ball)
2% 3
— 2C1x 3C1: Ox 8x 7 — 2
9C; 1x2x3 7
P( X=1Y=2) =P(drawing 1White and 2 red ball)
_2C,x3C,_ 2x3x2 _1__
9C, 9x8x7 14
1x2x 3
P( X=1Y=3) =0(Since only three balls are drawn)
P( X =2 =0) = P(drawing 2 white balls and no red balls)

_2C,x4C,_ 1

oc, 21
P( X =2,Y =1) = P(drawing 2 white balls and no red balls)

_2C,x3C,_1

9C, 28
P( X=2Y=2)=0
P( X=2Y=3) =0
The joint probability distribution of (X ,Y ) may be representedas

Y

X 0 1 2 3

0 1 3 1 1
7 |7 | 7 | &
1 2 1

1 7 7 | @ |
1 1

2 51 78 0 0

Problem 18.a). Two fair dice are tossed simultaneously. Let X denotes the number on the first
die and Y denotes the number on the second die. Find the following probabilities.

(i) P(X +Y) =8, (i) P( X +Y 28), (iii) P(X =Y) and (iv) P(X +y =6/ )
b) The joint probability mass function of a bivariate discrete random variable ( XY ) in given by
the table.

X
Y 1 2 3
0.1 0.1 0.2
2 0.2 0.3 0.1
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Find
i.  The marginal probability mass function of X and Y .
ii. The conditional distribution of X given Y =1.

jii. P( x+Y<4)
Solution:
a). Two fair dice are thrown simultaneously

NN

S= . n(S)=36

(6.1)(6,2)...(6,6) | )
Let X denotes the number on the first die and Y denotes the number on the second die.

Joint probability density function of ( X,Y) isP( X=xY=y) = 1% for
x=1,2,3,4,5,6andy=1,2,3,4,5,6
(I) X+Y ={ the events that the no is equal to 8 }
={(2.6).(3.5).(4,4).(5.3).(6,2)}
P(X+Y=8)=P(X=2Y=6)+P(X=3Y=5)+P(X=4Y=4)
+P( X=5Y=3)+ P( X=6Y=2)
_1,1,1,1,1.5
36 36 36 36 36 36

(i) P( x+Y=8)
[ (26) ]
X+Y= 91’, 23’,?’46:53 (4, }
3).6.4)(6.5)%6)

|
162).(6.2).(6.4).(6.5)(6.9)}
~P(X+Y 28) =P(X +Y=8)+P(X+Y=9)+P(X+Y=10)
+P(X+Y =11)+P( X +Y =12)

=54+4,3,2, 1_15_5

36 36 36 36 36 36 12

(i) P(X=Y)
P(X=Y)=P(X=1Y=1)+P(X=2Y=2)+...+P(X=6Y=
6) _6_1

_%, 3 ,136 36 6
: _ PK+Y=6NY=4 )
) P(X¥=5_,)- P(Y =4)
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Now P(X+Y=6NY=4)= 1_

36
p(v=4)=5
36
1
~P X+Y= = 36 = 1
( A =4/ 6 6
36
b). The joint probability mass function of ( X,Y) is
X
v 1 2 3 Total

1 0.1 0.1 0.2 0.4

2 0.2 0.3 0.1 0.6
Total 0.3 0.4 0.3 1
From the definition of marginal probability function

PX(Xi) :ZYPXY(Xij)

When X =1,
Px(%) =Pxr(1,1) +Px(1,2)
=0.1+0.2=0.3
When X = 2,
Px( x=2) =Px(2,1) +Px(2, 2)
=0.2+0.3=0.4
When X = 3,
Px(x=3) =Px(3.1) + Px/(3,2)
=0.2+0.1=0.3

=~ The marginal probability mass function of X is
3 whenx=1

P(x) =104 whenx=2
03 whenx=3

The marginal probability mass function of Y is given by P, ( y,—) = Z Py (xi, y,—)

3
WhenYy =1, Py( y= l) = pry( Xi,l)
Xj=1

=Pw(L1) +Px(2,1)+Px(3.)
= 0.1+ 0.1+ 0.2=04

WhenY = 2, py( y=2) :ZPXY(X“Z)
xj=1

= Pxr(1,2) + P (2,2) + Px (3,2)
=0.2+0.3+0.1=06
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Unit.2. Two Dimensional Random Variables

Margmal prcba( liymass function of Y is
P(y)= when y =1

Y 06 wheny=2
(i) The conditional distribution of X given Y =1 is givenby

p(x_A 1) _P(X=xNyY=1)

P(Y=1)
From the probability mass function of Y, P( y =1)= Py(1)= 0.4
WhenX:l,P(le/ )=P( X=1NY=1)

e PXY(l(lY 1)

01025
) 04
Whenx =2, P (X = 2 ) _P(21) _01_
Y= p(1) o4
When X =3, P(X ) =Pel3l) J02_og
=1/ p(1) o4
(iii). P(X+Y<4)= P{(x,y) Ix+y<4 Where x=1,2,3;y=1,2}
=p{(1.). (1.2).(21)}

=Py (1,1) + Pxr(1,2) + Pwr(2,1)
=0.1+ 0.1+ 0.2=04
Problem 19.3). If XandY are two random variables having the joint density function

1
f(xy)= E( X+2y) where x and y can assume only integer values 0, 1 and 2, find the
conditional distribution of Y for X = x .
b). The joint probability — density  function of (X,)Y) is  given

fur (x y):{ | 2+ )% 0sx<2, 0sysl Find (i)
(i) P(X +Y @1)

Solution: . o o
a). Given X and Y are two random variables having the joint density function

f(x,y) :_2(7X+2y) -—-==()

Wherex = 0,1,2andy=0,1, 2
Then the joint probability distribution X and Y becomes as follows

P(X>1), (i) P(X<Y)
otherwise

i)

29
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Unit.2. Two Dimensional Random Variables
b _ 450+550
=500

2
(b a)’ (550 450)°
Variance = =833.33
12 12

Mean=

By CLT S = X o+ X 7+ X s+ X f,0llows a normal distribution with N (nu, no 2)
S,—ny
mZ

The standard normal variable is given by Z =

when S, =1900, Z= 1900-4x 00 100 ___; 737

4x 833, 57.73
when'S =2100,Z=2 06 22583 _ 100 =173

" J4x83333  57.73
= P (1900 £5,52100) =P (-1.732 <z<1.732)
=2xP(0<2<1.732) = 2x 0.4582 = 0.9164

b). Given E( Xi) =p andVar(Xix=

15 Let X denote the sample j_an
By C.L.T. X follows N &

We have to find ' n ' such that P (p— 05< X< Vi3 0.5) >0.95
ie.P (-05<X - 1< 05)=295

P l(i— ot 0.5%z95

9 |<05]|20.95

P[d405 oﬁ@j

PlEKc05 V! ]Iao.95

Ji5]
ieP (|2 0.4082 n) 2095
Where ' Z ' is the standard normal variable.
The Last value of ' n ' is obtained from P ( 1< 0-4082x/ﬁ) =0.95

2p (0<2< 040824 )=095

= 0.4082 k= 1.96 = n = 23.05
~The size of the sample must be atleast 24.
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Unit.3. Classification of Random Processes

UNIT - 111 RANDOM PROCESSES

PART - A

Problem 1. Define | & 1l order stationary Process

Solution:

| Order Stationary Process:

A random process is said to be stationary to order one if is first order density function
does not change with a shift in time origin.

ie, fx (x:t1) = fx (x,t2+68) forany time t; and any real number? .
e, E| FX (1) 15X =
Constant. 11 Order Stationary

Process:

A random process is said to be stationary to order two if its second-order density
functions does not change with a shift in time origin.

ie., fx (Xl, X2 Ztl,tz):fx (Xl, X2 it +6,t +8) forall t, b and 7 .

Problem 2. Define wide-sense stationary process
Solution:

A random process X (t) is said to be wide sense stationary (WSS) process if the
following conditions are satisfied
(i). Eitx(t)” = i.e., mean is a constant
i
(ii). R(r)=E[FX(t1)X(t2)” i.e., autocorrelation function depends only on the time
difference.

Problem 3. Define a strict sense stationary process with an example
Solution:

A random process is called a strongly stationary process (SSS) or strict sense
stationary if all its statistical properties are invariant to a shift of time origin.

This means that X (t) and X (t+1 ) have the same statistics for any 7 and any t
Example: Bernoulli process is a SSS process

Problem 4. Define nth order stationary process, when will it become a SSS process?
Solution:
A random process X (t) is said to be stationary to order nor n" order stationary

if its nt order density function is invariant to a shift of time origin.
i.e., fx(Xl, X2,...,Xn,t1,t2,...,tn) :fx(Xl, X2,..y Xn, 11 +8,t2 +8,...,tn +5) for all
t,t,...t. & h.
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10. Define ergodic process.
Solution:

A random process {X(t)} is said to be ergodic, if its ensemble average are equal to
appropriate time averages.

11. Define a Gaussian process.
Solution:

A real valued random process {X (t)} is called a Gaussian process or normal
process, if the random variables X (t), X (t2)... X (t) are jointly normal for every
n=1,2,.. and for any set of t,t,,...

The nt order density of a Gaussian process is given by
1 Fo1

X1, X250y X3l L2400y hn ) = |— » " | i |
f( it tn) p— ah 2|A|%Zj=f\|,Q>s w5 1) |

Where H:E{X (ti)} and A is the n" order square rratrix(l ) where
= CIX (), X (t,)} and || =Cofactor of 4; in |A|.

12. Define a Markov process with an example.
Solution:

If fort, <t, <t;<...<t, <t,
P{X (t)=<x/ X (t.)= %, X (&)= X000 X [ta )= X, }= P{X () X/ X (1, )= % }

then the process {X (t)} is called a markov process.
Example: The Poisson process is a Markov Process.

13. Define a Markov chain and give an example.
Solution:

If for alln,
P{Xn =an/ Xv1 = n1, Xn-2 = @n2,..X0 = @} = P{Xn =&/ Xo-1 = a0},
then the process %, }, n= 0,1,... is called a Markov chain.
Example: Poisson Process is a continuous time Markov chain.

Problem 14. What is a stochastic matrix? When is it said to be regular?

Solution: A sequence matrix, in which the sum of all the elements of each row is 1, is
called a stochastic matrix. A stochastic matrix P is said to be regular if all the entries of
P™ (for some positive integer m) are positive.

0 1
Problem 15. If the transition probability matrix of a markov chain is | 1 1/ ind the
h2 2

steady-state distribution of the chain.
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Solution:
Let m=(m,m) be the limiting form of the state probability distribution on
stationary state distribution of the markov chain.

By the property of t \ntP =1
0 1

ie., (n,w)lir 1/|: (mm)
h2 2
em ()
T[+1T[ | — (2)
1 E 2 =1

Equation (1) & (2) are one and the same.

Consider (1) or (2) withtt, +m,=1, since T is a probability distribution.
m+T,=1
Using (1) , 1511

2+, =1
3m,_,
22
m=
§ 3 2 1
n=ln =1- ="
1 2 3 3
1_2
m=1-1, =1-_=_
1 23 3
m= &m = .
'3 23
PART-B
Problem 16. a). Define a random (stochastic) process. Explain the classification of
random process. Give an example to each class.
Solution:

RANDOM PROCESS

A random process is a collection (orensemble) of random variables {X (s,t)}that are

functions of a real variable, namely time t where s@S (sample space) and tZI T
(Parameter set or index set).

CLASSIFICATION OF RANDOM PROCESS

Depending on the continuous on discrete nature of the state space S and parameter setT ,
a random process can be classified into four types:

(i). It bothT &S are discrete, the random process is called a discrete random sequence.

Example: If X, represents the outcome of the nttoss of a fair dice, then {X ,nz1}isa
discrete random sequence, since T = 11,2,3,...} andS = 11,2,3,4,5,6}.
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(if). If T is discrete and S is continuous, the random process is called a continuous
random sequence.

Example: If X, represents the temperature at the end n™hour of a day, then
{Xn,ls n< 24} is a continuous random sequence since temperature can take any value is

an interval and hence continuous.

(iii). If T is continuous and S is discrete, the random process is called a discrete random
process.

Example: If X (t) represents the number of telephone calls received in the interval (0,t)
then I X (t)} random process, since S = 10,1,2,3,...}.

(iv). If both T and S are continuous, the random process is called a continuous random
process f

Example: If X (t) represents the maximum temperature at a place in the interval (0,t)

I X ()} is a continuous random process.

b). Consider the random process X (t) =cos(t+¢), where ¢ is uniformly distributed in

. T T . .
the interval - "_ to_. Check whether the process is stationary or not.

2 2
Solution: -

Since O/ is uniformly distributed in —Tf, 5 9 y
po e

f(9)=—1,—lT2< 071_T

T
2

etxll=| X1 (4)os

2

[

_{cos(t+0). 1d0
/=

2

= J%cos(t+ Md o/
= T]E[Sin (t + 0)]2:

2

cost # Constant.

A

Since EII{X(t is a function of t, the random process EX(t)} is not a stationary

)]

process.
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Problem 17. a). Show that the process EX(t)} whose probability distribution under

(at)n4 .

certain conditions is given by P{X (t)= n}= 1+at) is evolutionary.
at
|— . n=0
I
Solution: lrat
The probability distribution is given by
X({t)=n = O 1 2 3
1 t at)’

P(x(9-1) e

1+at  (1+at) (1+at) (1+at)

e x ()] :nim

_ 1 2at 3(61t)2
1+ at 1+
= ( ) ( %LSFY) at | }'
(1+a) || h | / |J
- ziijij
(d) 1wl

EQ X (t)] | =1=Constant

Ef[XZ(t) anpn
=Y (at)” =E|ﬁ(n+1)—n]J (at)*

n=1 (1+ t i
.1 zfn@+n| > |>“
(1+at) |F ra‘[J =1 h ”

= ' El- at] +a]]
Tt t
R x2(t)) | =1+ 2at # Constant

variX (t)}= E x2(t)| E(x (t)}

Var IX (t)} = 2at
~The given process! X (t)}is evolutionary
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b). Examine whether the Poisson process {X (t)} given by the probability law
et (a)
P{X (t) =n}= —— n=0,1,2,.. is evolutionary.

Solution:

et x O] = Yo,
=T (1)
=;n n!
e et (a)
;0

= (0eTY o2
Py }
_ .

Hence the Poisson process {X (t)}is evolutionary.

Problem 18. a). Show that the random process X (t) = Acos(wt+8) is WSS if A & w
are constants and © is uniformly distributed random variable in (O, 21t) .

Solution:
Since 7 is uniformly distributed random variable in (0,2m)

1
0)- %m ,0<0<2m
P ,elsewhere
EfX (t)]= jox (t)f (©)do
= 2L%Acos (ot +6)dO
= % Jcos (at +6)d0
=-A [éin (ot +6)]J21T

21
36



Unit.3. Classification of Random Processes

. ilsin(un 2m)- sin ()] |

:ﬁ[éin(ut)— sin (ut)] F sin (21T+e):sin9]

Ef x([)l] =0

Ro (tbt:) =E X ()X ()!]
= Eff Aoos ot +6)aos ot +(3)1 |

_ nE E:.OS (w(t +t. )+ 28)+ cos (ot - t, ))]

|y 2 ] 1

A2 2T F

- ? J;[COS ((‘)(tl + t2)+ 26)+ cos (w(tl -b ))Jd@

W Fin oot +t2)+ 20] | oot | [
4| 2

_A

el 2mcoswt]

AZ
- —-Coswt=a function of time difference
since Ef X (t)] | = constant
Rxx (t1,t2) =a function of time difference

~{X (t)}isawss.

b). Given a random variable y with characteristic function ¢ (w) = E (eti) and a random
process define by X (t) =cos(At +y), show that {X (t)} is stationary in the wide sense
ifol)=@2)=0.
Solution:
Given 0(1) =0
= E [cosy +isiny] =0

~E[cosy] = E[siny] =0
Also #(2)=0
= E [cos2y +isin2y] =0

~E[cos2y] = E[sin2y] = 0

e{X (1)} = Eleos (x+ y)]

= E [cosMcosy - sintsiny]
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= cosht E [cost] - sinkt E [siny] =0
Ro (tbt:) =E X ()X ()] ]

) E E:gss %1(; ; t)zc)0+S gz): Zgl (k- )

2

| )+2y) +cos(A(t -t )}U

1
= “Efcos (At +t
2 1 2

= lE[E:os)\(t +t Joos2y - sinA(t +t )sin2y +cos (A(t -t ))]J
1 2 1 2 1 2

1 2

2
1_0057& (t+t )E(cos2y)- isin)\ (t +t JE(sin2y)+ 1_003 (A -t))
2 1 2 2 1 2 2 1 2
= icos (7\ (tl— t 2)) =a function of time difference.

Since ER X (t)J] = constant

Rxx (t1,t2) =a function of time difference

«{X (t)} is stationary in the wide sense .

Problem 19. a). If a random process {X (t)} is defined by {X (t)}=sin(wt+Y) where

Y is uniformly distributed in (0,21 ) . Show that {X (t)} is WSS.
Solution:
Since y is uniformly distributed in (0,2 ),

1
f(y)=E10<y<2ﬂ

Et x (0] =2:[X(t)f(y)dy
= i}” sin(at +y) dy
21-[ 0

== Feos (ut+ y)f”
21 0

= - 21%[505 (ut +2m)- cosat | i 0

o ()= in (wh+ sinu)+]
o (i) E:IZES (w((t(;)t— tzyﬁ— cgst@{{)ﬂtz)*zy)]

2 |

D]— E E EOS ((o(t +t )+ 2y)]J

1
= " Efcos (w(t - t
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cos (w(t, - & ))— cos (wt, +1t,)+ 2y)

n(oft +1 )+ ?1‘
cos(w(tl—tz))— 1 F & ) )
4mt [ 2 JO

cos (w(t -t ))— —Em (oft +t )+211)—smoo(tl+t 2)]]

1
32
1

N HN - N

cos (w (t t ))ls a function of time difference.

X ()} is wss.

b). Verify whether the sine wave random process X (t) =Ysinwt, Y is uniformly
distributed in the interval (@,1) is WSS or not

Solution:
Since y is uniformly distributed in( #1,1),

1
f(y):—z' -l<y<1

E[X®)] = _j X (t) f (y)dy
! 1
Iysmoot 5dy
smwt !

7 Iydy
S'”_‘*’t(o) 0
Ro (bt2) =E X (6) X ()] ]

= EF| ysinat sinat u
_ F 2COS(D(t1 —tz)—COSN(tl +t2)]

E|y |
COSle —tp) —cosw 't1+tJ_E( )

cosw [t —t ) Lcosw(t +t ] 1

= 1 2 ) 1 J:yzf(y)dy
cosw(t -t )—cosw(t +t )1
- 1 2 1 2 yZdy
2 2
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cosu)[t -t 1— cosw(t +1 )/

_ooso (ti-t2) - cosw(tl +t2)/ -§|
_ C0osw cosw (s = tg_ﬂNL'gl +tj

Rxx (t1,t2) 2 a function of time difference alone.
Hence it is not a WSS Process.

Problem 20. a). Show that the process X (t) = AcosAt +BsinAt (where A & B are
random variables) is WSS, if (i) E(A)=E(B)=0 (i) E(A*)=E(B?) and (iii)
E(AB)=0.
Solution:
Given X (t) = Acosit + Bsindt, E(A) = E (B) =0, E(AB) =0,
E(A)=E(B?) =kisay)
Ef X (1)) =coskt E(A) +sinkt E(B)
Ed X (t)] | =0=isaconstant. | E(A)=E(B)=0
Rt t.)= E{X (&)X (tZ)}
= E{( Acosit, + Bsin\t, ) ( Acosht, + BsinAt, ) }
=E EA23COS7\I GOSAt + E{BZ))sinAI silt + E (AB)[sint cosit o +CosAt St |
= E( A% Joosht cosit +E B2 ) sinAt Sinkt + EZ(AB)sinx (t +t 1)
= k ((cosAticosAt + sinAtisinAtz )
= keosA (t1 - t2) =is a function of time difference.

X (1)} is wss.

b). If X (t) =Ycost + Zsint for all t & where Y & Z are independent binary random

variables. Each of which assumes the values — 1 & 2 with probabilities 2§ & 1§

respectively, prove that {X (t)} is WSS.

Solution:
Given
Y=y = @1

P(Y=Y)

winN
wlrr N
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E(Y): E(Z)=‘1X2—+2xl_=o
3 3
£ ()= E ()= (1 2+ Y

E(Yz):E(Zz):§2+3_:§ =2

Since Y & Z are independent

E(YZ)=E(Y)E(Z)=0--(1)

Hence Ef X (t)” = E[ ycost + zsint |
= E[ y]cost + E [z]sint

Ed x(1)]] =0=isa F E(y)=E(2)=0]
constant.

Ro (tvte) = Ef X (t) X (&

)l

= E| F{(ycosty + zsinty ) (yoostz + zsintz )] ]

=EF| y’cost , + yzcost,sint, + zysintcost, + zsint gint ]J
cost

= E ((y?)cost cost, + E [ yz]cost,sint, + E[zylsint,codt, + E | ]J sint sint,
=E (yz)costlcost ~+E (22 ) sint sint ,
- int si E(y?)=E (z2)=2
2[costlcost2+ sint sint 2] F E(?)=E(?) ]
= 2cos (t1-t2) =iis a function of time difference.

X (t)} is Wss.

Problem 21. a). Check whether the two random process given by
X (t) = Acoswt + Bsinwt & Y (t) = Bcoswt - Asinwt.  Show that X (t) & Y(t) are

jointly WSS if A & B are uncorrelated random variables with zero mean and equal
variance random variables are jointly WSS.
Solution:

GivenE(A)=E(B) =0

Var (A) =Var (B) =o?

(%)) o
As A&B uncorrelated are E(AB)=E(A)E(B)=0.
Ef X (1)) ] = E[ Acosct + Bsina

= E(A)coswt + E (B) sinwt =0
ER X (t)” =0 =is a constant.

Roc (tut2) = E| FX (1) X (i)
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= E(Acoswty + Bsinutz)(Acoswtz + Bsinut, ),
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= E'A%oswt coswt + ABcoswt sinwt + BAsinwt c2oswt + B sinwt sinwt !
- cobwt cosut E 'A%+ cosut sinwt E[fAB]+ sinut coswt E [BA}+ sinwt sinwt E18 |
=12 [coslwt ?osivt 2+ simat sinmlzt ] 2 L o
=1 20sw(t 7t ), [ E(2)=E(B?)=0°&E(AB)=E(BA)=0]
Rxx (t1,t2) =is a function of time difference.
E (t)]= E [Beosut - Asinut]
= E(B)coswt - E (A) sinwt =0
Rw (1) = EH (Booswtz - Asincts ) ( Booswiz - Asints )| |
= E[B cosat qosat , ~ BACOS sinat  ABsinwt cPoswt 4 A singot sincot ]2J
=E (82 )cosoot goswt , - E (BA)cost sinat —,E (A?B) sinwt caswt +,E (A )sinu)t sinmt
=o%coso (t ~t) [ E(#)=E(B?)=0°&E(AB)=E(BA) =0]

Ryv (t1,t2) =is a function of time difference.

R (i) = Ef X ()Y ()]
=EH (Acoswty + Bsinwt; ) (Boosatz + Asinwtg)] ]
= EF| ABcoswt coswt,— AZcoswt sinwt , + B%sinwt goswt , - BAsinwt sinct ]ZJ
=02 [lsinu)t cosut ~ cosu si?oot ] 2
oot -t) E(#)=E(8*)=0"&E(AB)=E(BA) =0]

Rxv (tu.t2) = is a function of time difference.

since {X (t)}& {Y (t)}are individually WSS & also Rxv (ti,t2) isa function of time
difference.

The two random process {X (t)}& {Y (t) }are jointly WsS.

b). Write a note on Binomial process.
Solution:

Binomial Process can be defined as a sequence of partial sums S, /n=1,2,..} Where
Sa=Xi+ X,+...+ X, Where X, denotes 1 if the trial is success or O if the trial is
failure.

As an example for a sample function of the binomial random process with
(X%, %,..)= (1,1,0,0,1,0,1,...) is (s, S;,Ss,...)= (1, 2,2,2,3,3,4,...), The process increments
by 1 only at the discrete times t t; =iT , i=1,2,...

Properties

(). Binomial process is Markovian
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(i)). S, is a binomial random variable so, P(S, =m)=nC .,pmgq"@™, E[Sn]= np&
var [Sn]= np (12 p)
(iii) The distribution of the number of slots m, between i" and (i11)" arrivalis

geometric with parameter p starts from 0. The random variables m, i=1,2,.. are
mutually independent.

The geometric distribution is given by p(1! p)™*,i=1,2,...
(iv) The binomial distribution of the process approaches poisson when n is large and p
is small.

Problem 22. a). Describe Poisson process & show that the Poisson process is Markovian.
Solution:
If {X (t)} represents the number of occurrences of a certain event in (0,t) then

the discrete random process {X (t)} is called the Poisson process, provided the
following postulates are satisfied

(i) Plroccumence in (&t + A= M+ o (a)
(i) Plo occurrence in (t,t+ At)] =1-M+o(4)
(iii) P2 or more occurrences in (tt+ At)]J= o(at)
(iv) X(t) is independent of the number of occurrences of the event in any interval prior
and after the interval(0,t).
(v) The probability that the event occurs in a specified number of times (to,to +t)
depends only ont, but not ontp .
Consider
X =0 1X( ) x)en ) K@= X ()= X () -n ]
(t 3 3 2 2’ { )J P[X(t)=n,X(t )=n|
1 1 2 2J

At non -t )nz—n1 (t
e °Af i(t 2 1 3—'[2)%_”2
nll(nz—nl)!(ng—nz)!

_ e—}\[z}\-nzt ni (t , -1 )nz—nl

- nll(nz—nl)!

e (g,

(ns—nz)! i

PPX (& = o/ X ()=, X ()= )]= PBX (&)= 1o/ X (&)= |

This means that the conditional probability distribution of X (t;) given all the past

values X (t1)= n1, X (t2) = n2 depends only on the most recent values X (tz) = n..
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UNIT - IV CORRELATION AND SPECTRAL DENSITIES

PART-A
Problem1. Define autocorrelation function and prove that for a WSS process {X (t)},

Rxx (T ) = Rxx (T ) 2.State any two properties of an autocorrelation function.
Solution:

Let {X (t)}be a random process. Then the auto correlation function of the process
{X (t)} is the expected value of the product of any two members X (t) and X (t) of

the  process and is  given by R« (wt)=E[M(t)X(t )]J or

Ry (t,t+7)= EFX ()X (t+7)]
For a WS process{X (i)}, Ro (t) = ER X () X (t-t)l|
~Rxx (—'r)= Et—X (t)X (t+‘[)]= EI_:X (t +‘[)X (t)]= R(t+r—t)= R(r)

Problem 2. State any two properties of an autocorrelation function.
Solution:

The process {X (t)} is stationary with autocorrelation function R (t) then
(i) R(t) isaneven function of
(ii) R(t) is maximumat T =0 i.e., |R(‘E)|S R(0)
Problem 3. Given that the autocorrelation function for a stationary ergodic process with

Find the mean and variance of the

no periodic components isR(t) =25+

1+
process{X (t)}.
Solution:
Lt Lt 4
2= = 25 =25
e ‘[—)OOR(T) T—> 00 +1+6t2
.'.pX:S

E(X2(t)) =Ra (0) =25+4=29

var (X (t))=E X %) e & ()]f=20-25=4
Problem 4. Find the mean and variance of the stationary process {x (t)} whose
25¢ + 36

autocorrelation function R (t ) = cf T a
. +

Solution:
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36
25¢+36 _ Ot —
RE) = T
T
Lt
w2 = R(‘t): 25 _ 2500 _ 4
¥ Too00 6.25 625

=2
et x2 ()] =R« (0) -5

var X @)]={EBx O -Efx ©)Fo-4=5
Problem 5. Define cross-correlation function and mention two properties.
Solution:

The cross-correlation of the two process {X (t)} and {Y (t)} is defined by
Ry (tut) =E X ()Y ()] ]
Properties: The process {X (t)} and {Y (t)} are jointly wide-sense stationary with the
cross-correlation function Ry () then

() R (t) =Re (1)
(i))|[Rv () E /R« (O) Ry (0)
Problem 6. Find the mean — square value of the process {X (t)} if its autocorrelation

function is given by R(t) e /A,

Solution: / \
b

Mean-Square value = E | Xz(t)” =R (0) = | e T}’ =1
h 0
Problem 7. Define the power spectral density function (or spectral density or power

spectrum) of a stationary process?
Solution:

If {X (t)} Is a stationary process (either in the strict sense or wide sense with auto
correlation function R(t), then the Fourier transform of R(t) is called the power

spectral density function of {X (t)} and denoted by Sy (w) or S (w) or S (w)

Thus S (@)= [R (Q)etdt

Problem 8. State any two properties of the power spectral density function.
Solution:
(i). The spectral density function of a real random process is an even function.
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(ii). The spectral density of a process{x (t)} real or complex, is a real function of w and

non-negative.
Problem 9. State Wiener-Khinchine Theorem.
Solution:

If Xr (oo) is the Fourier transform of the truncated random process defined as
%0 ()= {'X(t) for Jt|<T
0 for |t|>T
Where {X (t)} FgaEr{gl \(LS)S }’1]ocess with power spectral density function S (w) , then
S(w)= Lt
toulla I+ 1
Problem 10. If R(t)=e®®is the auto Correlation function of a random

process{X (t)}, obtain the spectral density of{X (t)}.
Solution:

S (w)= j:R (t)e-edt

= J‘e*ZAT ICcosur—isinur)dt

= Zfikcosuxdr

co

207k |
= [mf-z)cosun usinwr)| L

4}\2+(,02
Problem 11. The Power spectral density of a random process {x (t)} is given by

( w|<1 o . .
Sux = % ] Find its autocorrelation function.
0 elsewhere

Solution:

Rxx (‘[): %o]‘ Sxx (w)e‘ﬂdw
11
:g:l[nﬁ:1 dw
b
Al

| |
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_ %l'é E‘Qih] _| since
Problem 12. Define cross-Spectral density.
Solution:

The process {X (t )} and {¥ (t)} are jointly wide-sense stationary with the cross-
correlation function Rxy (), then the Fourier transform of Rxv (T ) is called the cross

spectral density function of {X (t)} and {Y (t)} denoted as S, (w)

Thus S, (w)= J‘R(Y (Tt
Problem 13. Find the auto correlation function of a stationary process whose power
q|w{2 for |w|<1

spectral density function is given by s (w) = |
pfor |w|>1

Solution:

R(¥)= J'S (wpiedw
o f& (cosox+isinaxfo

T A R e N
]‘mcosuxdw_ l|wz|/r\} ),/ \YJO

1 F-smr 2C0ST 25|nr]
R(t)=
)= — - —

Problem 14. Given the power spectral density : S, () =

, find the average power
4+

of the process.
Solution:

1 e
R()-E_sz()e“‘d

2n ml4+w
Hence the average power of the processes is given by
E¢ Xz (tﬂJ R(0)
4+oo2

1 7 dw
=_2

_2—
21 d22+oo
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j'z'_OLF_ :
[ |

Problem 15. Find the power spectral density of a random signal with autocorrelation

function e |
Solution:

S (w)= iR (TPt

= Ie%r I(Icos ox—isin wt)dr

= Zf% IClos oxdt

F e* _ &
=2 lmﬁxcoswt +(osmwr)| L
- 2 '(:) _ 1 (_}\)-l — 27\

l A2+ 0¥ J A +af
PART-B

Problem 16. a). If {X (t)} is @ W.S.S. process with autocorrelation function Rxx (t) and
ifY (t) = X (t+a)- X (t-a) Showthat Rw (T ) = 2R« (T ) - Rax (T +28) - Rax (T - 28).
Solution:
Ry (D)= ER [y (t+1)]
=E {FX (t + a) -X (t —a)]J tX (t +T + a)—X (t +T —a)]J}
=EPX (t+a) X (t+r+a)]J—Et—X (t+a) X (t+t —a)]
“ERX (t- a) X (t+r+ )l EBX (t- a) X (t+1 - a)
=Ru(T)- ERX [t+a)X [t+a+t- Za)]
“EX (t- a)X (t- a+1+2a)|+ Ra (1)
= 2R« (1) - R (T -2a) - Ru (T +2a)
b). Assume a random signal Y (t) = X (t) + X (t-a) where X (t) is a random signal and

'a' is a constant. Find Ryy (r) .
Solution:

Ry ([0)= EF (t)Y (t+7)]
= E{FX (t)+ X (t— a)]JtX (t +T)+ X (t +T - a)]J}
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=EX ()X [t+0)]+ EF @)X (t +1- a)]
+ERX (t- a)X (t+1)]+ EX (t- a)x [t +1- a)]

R () #Re (e +2) R (¢ -) R )
Ry (€)= R f£) +Roc (5 +2) +Re (x -2)
Problem 17. a). If {X (t)} and {Y (t)} are independent WSS Processes with zero means,
find the autocorrelation function of{Z(t)}, when (i)Z(t)=a+bX (t)+CY(t),
()z(t) =aX (t)Y (t).
Solution:

Given Ef X())]] =0 Ef )] =0 - (1)

{X()}and {Y (1)} are independent
E{x ()Y @)} =ELFx ()Y ()] =0——@)
(). Rz (@)= ERZ ()Z (t+1)]
= Effa+bX (0)+ oY (Ol +bX (t+x)+cv (t+0)l
= E{a2 +ab X (t+T)+acY (t+1t)+baX (t)+b2X ()X (t+1)
+be X (t)Y (t+t)+cay (t)+cby ()X (t+t)+c?y (t)y (t+t )}
-E([@2)+ abEfK (t+0)]+ acE Y (t+0)+baEK  (©)]+b ERX )X E+1)
+be EX ()y (t+0 )+ cak b ()]« cbE b ()X (t+x )+ 2E B (1) (t+0)
=a2 +bR , (1)+cR [1)
Rz (1)= E 2 ()2 (¢ +7)]
- ERX ()Y (t)ax (t+1)Y (t+)]
=ER2 X ()X {t+0)Y ()Y (t+7)]
=a’EfX (t)X (t+T)[EFY (t)Y (t+T
RZZ (t)=aR XEX(%)RW((I) )] O ¢ )]
b). If {X (t)} is a random process with mean 3 and autocorrelation R, ()= 9+ 4e-021!
Determine the mean, variance and covariance of the random variables Y =X (5) and
Z=X(8).
Solution:
GivenY = X (5) & = X (8), EAX(1)|l=3
Meanof Y =E [V ] =EX (5)] =3

Meanof Z =E [2] = Efx (8)] =3
We know that

()
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Var (v)=E f )~ (V)
(1) =E (<)
But Ef x2(t)ﬂ =R« (0)
= O 4+ 4g-0210
=9+4=13

Thus Var (Y )=13- (3) =13-9=4
v (2)=€ €°)- F (2)f
e l-ee @l b z=x@]

=R (0)
=9+4=13

Hence Var (Z)=13- (32)=13-9=4
E[YZ] =R(58) =9+4e-°%8 | ( R(t )= ggoche |)
=9+ 4¢-06
Covariarce =R (t,t,) - E| Fx (t) ] E4 X ()]
=R(5.8) - E[5]E[8]
=9+4e-06 - (3x3) =406 = 2.195
Problem 18. a).  The autocorrelation function for a stationary process 2is given by

Ry ()=9+2e-1]  Find the mean value of the random variable v=[X(t)dt and
0

variance of X (t)

Solution:
Given R, (t)=9+ 2ed |
Mean of X (t) is given by

X e @ - Mitmex(r)

Lt
=|T|_)oo (9+ 2e-|11)

2

> ]

9
3
Also Ef X2 (1)) = Rec (0) =9+ 2 =9+2=11
Var {x ()}= 2 Ol £ ( ©) 1]

S11-% =11-9=2

Mean of Y (t)= E¥ (t)]
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el
| :El_[x(t)dtj
=.[EI[X(t)”d

= }dt =3()’=6
~Ef ()=

b). Find the mean and autocorrelation function of a semi random telegraph signal process.
Solution:
Semi random telegraph signal process.

If N(t) represents the number of occurrences of a specified event in (0,t)
and X (t)= (-1)'", then {X ()} is called the semi random signal process and N (t) is a

poisson process with rate A .
By the above definition X (t) can take the values =1 and -1 only

Px (t)=1]= PN (t)iseven]
e (&)

PEX (t)= 1]: e-*coshx
PEX (t)= -1]=PRN [t)isodd]
e ()
=Zodd K! 3
| 3 ]
= e-AsinhA

Mean{X (t)} = ). KP(X(t)=K)

K=-11
=1xe-%coshi + (- 1) xe-AsinhX
= e [cosht - sinhiat |
=e?* F coshX - sinhX = e-l]

R@)= ERX ()X (t+7)]
=1P K ()X (t+1)=1]+ - 1PpX ()X (t+7)=-1]

= e—l
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o0 5 0
= e-hcoshk— eksmhk
= e-x [coshX- sinhix]
=g gk
Rt)=e?
Problem 19. a). Find Given the power spectral density of a continuous process as
o’ +9
S (w):oo“ +50f +4
find the mean square value of the process.
Solution:

W know that mean square value of {X (t)}
1
=2 (O} =— [sx @)
2T[ -0
1=  w+9

_E_ W +5uf +4
1 > +9

- _2J' o

2mn +5w +4

1l o +9

J‘u) ¢+ oF +4(u2+4
w’+9

I & +1)+4@) +1)

W +9
. ) 1
ie., E{X (t)} @[@f+4)(m2 1)
let W’ =U
= We have o +9 _u+9
(0)2 +4)(oo2 +1) (u +4)(u +1)
~4+9 Z1+9
=4+l ,-Ixzd_-_ > , 8 ....Partial fractions

u+4 u+l 3u+4) 3(u+l)

ie., w” +9 __ 5 N 8
(0)2 +4)((o2 +1) 3(002 +4) 3(002 +1)
~From (1),
e{x2 ()} = T 5, 8 L

w,ilEee) ()
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[}

w
_| 5. tan—1f+8tan L

A
N AL
3,5 )37
E{X(‘)}

5

2
b). If the 2n random variables
E(AE)=E(B%)=02,. Find the mean and autocorrelation of

X(t) :Z:Ar coswt + By sinwt .

Solution:
GvenE(A)=E(B )=0& E(A)= E(BZ) o

F
Mean: E[F)((t) =| ZAco&qt+BfS|nwrt|J

|4
= Z]EE (A )coswt + E (Br)sinuﬂ]
Efx ()] = E(A)=E(B)=0

2~ 1M

1F
5'
1

'\’_L

and B, areuncorrelated with zero mean and
the process

r

Autocorrelation function:

R([)= EIFXE;(HT)]
=E I n n(Arcosu)t + Bsingt)(Acosa (t +7) +Bgsina (t +7))

Given 2n rafdom variables A, and B, are uncorrelated
E[A A] E[A Bs].E[Br As].E[Br,Bs] areall zero for r # s

=YE (Azr)coswtrcosu)t [t+7)+E (Bz)sinwtsinw t+t)
r=1

=Zn;ccrazsw [-t-1)
=Z:G(:bsw (-7

R )= Yo'omwt

)= Yoo,

Problem 20. a). If {X(t)} is a WSS process with autocorrelationR(t) = Ae acll
determine the second — order moment of the random variable X (8) - X (5) .

Solution:
54
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UNIT -V LINEAR SYSTEMS WITH RANDOM INPUTS

PART - A

Problem 1. If the system function of a convolution type of linear system is given by

for |t|<a
ht)= |{2a_ | | find the relation between power spectrum density function of

0 for |t|>a
the input and output processes.
Solution:, :
sinaw

H(w)= Ih(t)e?wtdt -

We know that S, () = H(®) |5 o ()

sin aw
=S (0) = 55w (@)
Problem 2. Give an example of cross-spectral density.

Solution:
The cross-spectral  density of two processes X(t)and Y(t)is given by

s (w)=%|p+iq‘” o)<t
XY -

0] otherwise
{(A Ostsl

Problem 3. If a random process X (t) is definedas X )= , Where A is a

|0, otherwise

random variable uniformly distributed from -6 to 6.Prove that autocorrelation function
2

of X (t)is__.
3

Solution:
R (t,t+1)= EJX ()X (t+7)]

=EEA2]J Fx() is constant“
But A is uniform in (-6,6)

1
~f(0)= E_e <a<b

0
“Ryx ('[,'[+T)= jazf (a)da
0 1 1 FaS] ’
= J'az._de: —|—|
20 203 [,

-6

55



Unit.5. Linear System with Random Inputs

=1@3—{6)3’]=1 Zegzez
et I 7 =
Problem 4. Check whether 1—+%? is a valid autocorrelation function of a random
process.
: . 1
Solution: Given R(t)= T
11

R wo(xr?) 1+9¢ =R(®)

:.R(r) is an even function. So it can be the autocorrelation function of a random

process.
Problem 5. Find the mean square value of the process X(t) whose power density spectrum
is 4

4+
Solution:

. 4
Given S, (w)= YO
Then Ry, (t)= Lfsxx (w)ebdoo

2n,

Mean square value of the process is Ef X2 (t)J] =R (0)

=EIS«(w)do

S,

=iﬁ ul)zdw r 4glgz_is even]
o .ol |
4 wl® 2

|tan+ _(tantoo-tan0)
2|

7ol
_,nl

T2
(l; O<t<T
Problem 6. A Circuit has an impulse response given by h(t)= {T_ find the

0 elsewhere
relation between the power spectral density functions of the input and output processes.
Solution:

H(w) = .[h(t)eiuidt
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T

:J‘ie“"tdt
7
£ EEY ]
_1 fFe“[m“ 1l
—| |
= !1—(5*"*’T [
Tiw
Sw (w) = |H (oo)lz S ()
1
- %3« Q)

Problem 7. Describe a linear system.
Solution:

Given two stochastic process {X, (t)} and{X, (t)}, we say that L is a linear
transformation if

L feuXs (£)+ a2 X2 (t)]:]all_ I ()] + &L B (@
)

Problem 8. Given an example of a linear system.

Solution: x(t).

Consider the system f with output tx (t) for an input signal

ie. y(©)= @] =tx(t)

Then the system is linear.

For any two inputs x(t),x(t)the outputs are tu(t)and tx(t) Now

f tal X1 (t)+ a2 X2 (t)-lj =1 [%alxl (t)+ a2 X2 (t)]
=aitxg (t) + X (t)
=a f (x1 (t))+ a,f (x2 (t))

~the system is linear.

Problem 9. Define a system, when it is called a linear system?
Solution:

Mathematically, a system is a functional relation between input x(t)and output y(t).

symbolically, y(t) = | &(t)]] ,~eo<t <co.
The system is said to be linear if for any two inputs xi(t)and X (t)and constants
d;, d,, f kﬁ1X1 (t)+ az Xo (t)] = f tXl (t)-|J+ af l:Xz (t)]

Problem 10. State the properties of a linear system.
Solution:

Let X; (t) and Xz (t) be any two processes and a and b be two constants.
57
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If L is a linear filter then

L fou o (0)+ 2 %o (0 = anl b ()] + aoL b ().

Problem 11. Describe a linear system with an random input.
Solution:

We assume that X (t ) represents a sample function of a random process{X (t)}, the
system produces an output or response Y(t) and the ensemble of the output functions

forms a random process{Y (t)} The process {Y (t)} can be considered as the output of
the system or transformation f with {x (t)} as the input the system is completely
specified by the operator f .

Problem 12. State the convolution form of the output of linear time invariant system.
Solution:

If X (t) is the input and h(t)be the system weighting function and Y (t)is the output,

then Y (t)=h(t)* X (t) = Ih(u)x (t-u)du

Problem 13. Write a note on noise in communication system.

Solution:

The term noise is used to designate unwanted signals that tend to disturb the transmission
and processing of signal in communication systems and over which we have incomplete
control.

Noise
v ' v
Uncorrelated Noise Correlated Noise
TN ' v .
Internal Noise External Noise
Whﬁe §1ot Partﬁion Ktmospheric Mgn made
Noise, Noise Noise Noise Noise
Thermal
Noise
Problem 14. Define band-limited white noise.
Solution:

Noise with non-zero and constant density over a finite frequency band is called band-
limit white noise i.e.,

N wsw
S (00)= 2 | | B

P , otherwise

Problem 15. Define (a) Thermal Noise (b) White Noise.
Solution:
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@) Thermal Noise: This noise is due to the random motion of free electrons in a
conducting medium such as a resistor.
(or)

Thermal noise is the name given to the electrical noise arising from the random
motion of electrons in a conductor.

(b)White Noise(or) Gaussian Noise: The noise analysis of communication

systems is based on an idealized form of noise called White Noise.

PART-B
Problem 16. A random process X(t)is the input to a linear system whose impulse

response is hg!t)=2e—t,t20. If the autocorrelation function of the process is

Ryx (r) =€) ind the power spectral density of the output process Y (t) .

Solution:

Given X (t)is the input process to the linear system with impulse response
h(t)=2ett=0
So the transfer function of the linear system is its Fourier transform

H(w) = L h(t)e-eick

) LZe‘te‘i“’t i F 264t 0]

= 2frtdr
0

.
=% [o-1]-

G|Ven RXX Tﬁ(g E‘ZT”

2
1+iw

= the spectral density of the input is

Se ()= L Ryx (Tt

= oj‘e“bﬁ‘*‘d‘r
o m
= JeZTe*'“’dﬁ ﬁ*ore*'“’dr

- feewrdee pege

0
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0

el | o |
. lEa

| 2-iw |

— 1 -

= o % g0

1

25w 2+1w
2+iw+2-iw 4

) (2+iw)(2-iw) T Ao
We know the power spectral density of the output process Y (t) is given by
2
Sy (w) = |H (w) |S ()
2 [[ 4
1+iw| 4+w?
_ 4 4

i1+oo2 i4+u)2

) 16
) (1+u)2)(4+(02)

Problem 17. If Y (t)=Acos(wt+6)+ N (t), where A is a constant , 6is a random

variable with uniform distribution in (-m,m)and N(t) is a band-limited Gaussian white

NJ, for w-w <w
noise with a power spectral density Sw (w)= 1{2_ o B Find the power
|p, elsewhere
spectral density of Y (t). Assume that N (t)and 6 are independent.
Solution:

Given Y (t)= Acos (wt +8)+ N (t)
N(t) is a band-limited Gaussian white noise process with power spectral density

S (‘*’)zl\iztﬂ)"‘” of <o e ay -0y <w<wy +oy
Required S, () = IR” (v)e*xdt

Now Ry ()= E ¥ (fjv (t+7)]
= E{[-'ACOS (wt+8)+N (t)][:ACOS (ot + r+0)+ N (t +T)]}
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{ ﬂﬁ@ cos(u)t +0 Jcos(w t+a)or+9)+ N (t)N (t+t)+Acos (wt «:)G)N (t+rj| %
- AZE oot r6) s ((Z)n +(<3r+e)]+ e (tEN t+o)l )

0 0 0

+AE [eos (wt + 6)]E BN (t +‘t)]

+AE fos (wt +a + 9)] EN (t)] [ 6and N (t) are independent]
= ;{E Eos (2t + it + 26)]+ cos ubr}+ Rw (0
+AE [eos (wt + 6)]E BN (t +r)] +AE fos (wt + ayT+ 29) EN (t)]}

Since @ is uniformly distributed in (-, ) the pdf of 6 is f(0)= "T <6 <m

~E bos (wt + 9)] = j:COS (wt +6)f (B)d6

" 1
= I[cosugt.cose—sin wt.sin6] gt

Effosuat Icosed 0-sin wt Isméd el |
= i’éoswt [s_TirnG]1T —sin wt.O] -0
21 0 - 0
n 1

Similarly g kos (203t + YT+ 26)] = J-cos (2(16'[ + T+ 29) 5 doe

-

1 T
=5 'ﬂ'cos (203t + 0yT)cos 26— sin (2at + KyT)sin 26]d9

= ‘zlﬁ 0s (2t + W) Icgs 20d6- sin (2wt + wy) fsin 25d6>

1l “Bin 20]" FI\
_ OS(ZoatwéT)-l | - sin (2t +6).0 0

| . |
2

A
“ Ry (1) = __coswT+ R (T)

=Sy ()= _ﬂ F@soaﬁ Rw (1)
A2 . jRNN Ee

= .[coswlse**"dﬂ

T 00 Jesorer 5 60
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A2 _ N
=1TT{6(0) w9+8(oo+oo )a}+ (5) ® <W<O +0

Problem 18. Consider a Gaussian white noise of zero mean and power spectral density

% applied to a low pass RC filter whose transfer function is H (f ) = ; Find

1+i2m fRC

the autocorrelation function.
Solution:
The transfer function of a RC circuit is given. We know if X (t) is the input process and
Y (t) is the output process of a linear system, then the relation between their spectral
dersities is Sy (w) = H (w) |§ ()

XX
The given transfer function is in terms of frequency f

S, (f)=|H(f)|ZSXX ()

_ N
Sw (1) 1+ 42 f2R202 2 :

R (2], @

1 o i2mf

e No df
= —_ 2 2 2 2
2n 1+4n fRC 2
ei(ZTr)f1

- 4“:‘;411 H‘U'-I?+T‘ '/df
4nRC

hT[

We know from contour integration i -
dai+

R y(1:)= No T e_Zch
Y 16m3R2C2 1
_on

= No 21'[5&:6 _;RC
16m°R2 C?
N T

= 0 @ 2nRC

8nRC

P AW| ionar i I N(t) .h n rrelation function
oble 19, A ifereoBss sIBHRONt PANGFiRSSEss, ik, autocorrelation functio

Solution:
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Given the autocorrelation function of the noise process N(t)is R, (t)= Pe-3t]
S (W) = J.RO( (v)e"rdt

- [Pestagr

= P{J‘eﬁe g+ ﬁ RCh "*’dr}
= P{Gj'e(3 'w)fdr+ﬁ (3*'L°)fd‘t> ‘
J

I.'e(3— I(,\))l'-lo F e (3+iw)

mj_; -(B+iw) |, \}

1 1
=P '3 5w (1-0)-3+iw (0-1)

J

=P

r J
_plp 1 1

ﬁ - iw_ 3+iw
= p (Bian}Bid) | 9GRS

1 I

Problem 20. A wide sense stationary process X(t) is the input to a linear system with

impulse response h(t) =2e-"t>0. If the autocorrelation function of X(t) is
Ryx (r) A find the power spectral density of the output process Y (t).

Solution:
Given X(t) is a WSS process which isthe input to a linear system and so the output
process Y(t) is also a WSS process (by property autcgcorrelation function)

Further the spectral relationship is S, (w) = I—i(oo) |S w (@)
Where Sxx (w) = Fourier transform of R (t)

- LRxx (tpdt
- fertbvn

0 ©

= .’:e‘*fe“‘“r dt+ .f:‘(;” e“rdt

0 ©
- T(4- im)d —-r(4+iu))d
e <
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=Ry (1) = Re (£ (1)
(b). Now Ry ()= Ry (-7)
=Ry (-1)*h(-1) [from (i)]

= Rxx (1)*h(-1) [Since Rxx (t)is an even function of T ]

©- R (L= EF () -l
= EUh (u) X (t-u)duy (t—r)|T|

- Elrojx (t- u)Y (t—r)h(u)du|J
= IE[:X (t-u)y (t —r)]h (u)du = I%Y (t- u)h(u)du

It is a function of Tonly and it is true for any .
Ry (1) =Re (1)*h(r)
Problem 33. Prove that the mean of the output of a linear system is given by
iy =H (0) iy, where X (t) is WSS.
Solution:
We know that the input X (t), output Y (t) relationship of a linear system can expressed

as a convolution Y (t) =h(t)* X (t)

:Ih(u)(t -u)du
Where h(t) is the unit impulse response of the system.
~the mean of the output is

E (t)]J= E||Th (W)X (t- u)du| % Ihw(u)E BX (t- u)]Jdu
Since X(t) is WSS, EH X (t)” = Ly is a constant for any t.
Ef X (t—u)” = 1y

~EF ()= j}lgu)u( du = jh(lio)du

We know H (w) is the Fourier transform of h(t).

Le. H(w)= _Lh(t)d

put =0 +H (0) = _[;(t)dt = J-h:zu)du

EF ()] = wH (0).
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